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IR techniques using  for Bug Localization. VSM with standard TF-IDF, 

outperform nine IR techniques. But, Multiple VSM variants with different 

weighting schemes relative performance differs for different software systems.

We propose to compose various VSM variants, and a GA based approach to 

explore the space of possible compositions and then evaluated the approach on 

thousands of bug reports.

1.ABSTRACT



2.Background
A: Bug Localization 

• Bug Localization : Link a particular bug report to the files using 

information retrieval(IR) techniques, which is a textual document.

• Vector Space Model: (VSM), each document is represented as a vector 
of values. Each value in the vector represents the weight of a term in the 
document. Assign weights use the concepts of tf-idf.



Term frequency and Inverse document  
frequency (tf-idf).

• The standard tf-idf scheme assigns a weight to a term t in a document d

according to the formula:

weight(t, d) = tf (t, d) × idf (t,D)

Where t, d, D, tf (t, d), idf (t,D) correspond to a term, a document, a corpus (i.e., a set of 

documents), the frequency of t in d, and the inverse  document frequency of t in D, 

respectively.



Search-based Algorithms

• Present a particular family of search-based algorithms: genetic algorithms 

(GA). A GA aims to maximize an objective function. Figure 1 shows the 

pseudocode of the one we use.

• The time complexity of our GA is given by:

O(NI × (NC × PC × O(cross) + NC × PM × O(mut) + O(sel )))



Fig. 1. Genetic Algorithm: Pseudocode 



3. Variants of the TF-IDF Weighting Scheme
Search-Based Composition Engine

• The tf-idf weight for a term in a document is the product of its term 

frequency score and its inverse document frequency score.  

• Inverse document frequency: (idf) is a measure of whether a term is 

common or rare in the documents of a corpus.

• There are many variants of the standard tf-idf weighting scheme, 

depending on how the tf and idf are measured. 





4.Search-Based Composition Engine

• Our search-based bug localization process is composed of two phases: 

• A. Training Phase

• B. Deployment Phase

The two phases are illustrated in Figure 2.







Objective Functions

• Search algorithms require an objective function to measure how good a 

candidate solution is. The goal of a genetic algorithm is to maximize the 

value of a given objective function.

• Before defining the objective function for GA, first introduce two evaluation 

metrics that are commonly used to measure the effectiveness of bug 

localization techniques: 

Mean Average Precision (MAP) 평균정밀도

Mean Reciprocal Rank (MRR) 평균상호순위



• Mean Average Precision (MAP): MAP emphasizes all of the buggy files 

instead of only the first one. MAP is computed by taking the mean of the 

average precision scores across all bug reports.

• Mean Reciprocal Rank (MRR): The reciprocal rank for a bug report is the 

reciprocal of the position of the first buggy file in the returned ranked files. 

MRR is the mean of the reciprocal ranks over a set of bug reports Q



5-A. AmaLgam

• AmaLgam which is a state-of-art bug localization approach incorporating 

three components to localize bugs in systems:  version history, structure, 

and similar bug reports:

• Version history component: Input commit logs collected from the version  control 

system and outputs a list of files with their suspiciousness scores. scoreH(b, f)

• Structure component: Input the source code corpus and a given bug report and 

returns a list of files with their suspiciousness scores. scoreS(b, f)

• Similar report component: considers historical bug reports that have already been 

fixed. scoreR(b, f,B)



5-B. Compositional Model: AmaLgamcomposite

• Present one strategy for combining our compositional VSM with AmaLgam.

• We combine the VSM models with different tf-idf weighting schemes, and 

three components of AmaLgam as follows. 

• Given a bug report b and a set of historical fixed bug reports B, we 

compute the suspiciousness score MComposite (b, f) of file f as follows:



6.Empirical Evaluation

A. Experimental Setting

• 1) Datasets: We use three datasets containing a total of 3,459 bug reports 

from three popular open source projects, AspectJ, Eclipse, and SWT. 



A.Experimental Setting 

• 2) Effectiveness Calculation: We use the components of our objective 

function, MAP and MRR, to evaluate the effectiveness of our solution. We 

also use Hit@N.

• Hit@N: This metric calculates the number of bug reports where one of its 

buggy files appears in the top N ranked files. Given a bug report, if at least 

one of its relevant files is in the top N ranked files, we consider the report 

is successfully located.



• VSMnatural: VSM with the standard tf-idf weighting scheme 

• VSMcomposite: Standard tf-idf weighting scheme combining our 

compositional VSM

• AmaLgamcomposite: Combined the 15 VSMs with the 3 components of 

AmaLgam

• AmaLgamnatural: Natural AmaLgam



Technical Approach



Conclusion

• In this paper, we build a solution that combines 15 VSMs with different tf-idf weighting 

schemes into an improved composite model, constructed using a genetic algorithm. 

• We have evaluated our approach on 3,459 bug reports from AspectJ, Eclipse, and SWT 

and demonstrate that our approach can achieve better performance. Compared with 

VSMnatural, averaging across the 3 datasets, our approach, VSMcomposite, improves

VSMnatural in terms of Hit@5, MAP, and MRR by 18.4%, 20.6%, and 10.5% respectively.

• We have also combined the 15 VSMs with the 3 components of AmaLgam, which is the 

state-of-the-art bug localization technique. Compared with AmaLgam, averaging across 

the 3 datasets, AmaLgamcomposite can improve AmaLgam in terms of Hit@5, MAP, and 

MRR by 8.0%, 14.4% and 6.5% respectively.
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